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Imagine that you lived several thousand years ago and belonged to a tribe

of methodologically sophisticated cave-dwellers. Your methodological sophis-

tication is such that you have available to you all present day means of the

methodological arsenal-details of the principles of deductive logic, prob-

ability theory, access to computational equipment, etc. However, your level

of substantive knowledge lags several thousand years behind your methodo-

logical sophistication. In particular, you have little knowledge about

physics, chemistry or biology. In recent years, your tribe has noted an

alarming decrease in its birth-rate. Furthermore, the tribe's statistician

estimates that unless the trend is shortly reversed, extinction is a real

possibility. The tribe's chief has accordingly launched an urgent project to

determine the cause of birth. You are a member of the project team and have

been assured that all means, including various fors. of experimentation with

human subjects, will be permitted to resolve this crucial problem.

The above story illustrates the following points:

(1) The ultimate goal of forecasting is to provide guidance for taking

action. Therefore, forecasting is intimately tied to decision making and

should be evaluated within this context. For example, although the tribe's

statistician may use a time series model of past birth rates to predict the

downward trend, this is of limited usefulness to the tribe's leaders. Indeed,

one might find small consolation in the fact that the date of the tribe's

extinction can be precisely predicted. Clearly, the need to take appropriate

. action to change the process is of paramount concern.

(2) While much attention in the forecasting literature is devoted to

forecast accuracy (see Hogarth & Makridakis, 1981, for a review), this focus

may be misplaced. In particular, when viewed within the broader context of

how forecasts affect actions, and how both affect outcomes, the criterion of

1
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forecast accuracy is problematic. In order to illustrate this, consider the

following three situations and the relevance of forecast accuracy in each:

(a) A weather forecaster predicts that a hurricane will come ashore at a

certain time and place and actions contingent on the forecast are taken (e.g.,

boarding up property, evacuation). Since these actions do not affect the

hurricane itself, the relevance of forecast accuracy as a criterion is obvious

and its evaluation relatively simple. However, even in those cases where one

cannot typically exert control over the process (as when large physical

systems are involved), actions can sometimes be taken to affect the process;

consider, for example, "seeding" hurricanes (Howard, Matheson, & North, 1972);

(b) Economic forecasters predict a recession next year and the government

reacts by taking action to stimulate the economy. Clearly, action is taken to

intervene in the process and the resulting outcomes are a joint function of

the factors on which the prediction is based and the action taken. Under

these circumstances, the meaning of forecast accuracy is ambiguous; in fact,

one can imagine that forecast accuracy is not desirable. For example, the

more effective the action is in changing the process, the less accurate the

initial forecast will be; (c) People in a small town hear a rumor that the

banks are about to fail. They think that if this forecast is accurate, they

had better withdraw their money as fast as possible. Accordingly, they go to

the banks to close their accounts (those skeptical of the forecast see many

people withdrawing money and either take this as a sign that the rumor is true

or foresee the consequences of waiting too long, thus joining the crowd in

either case). By the end of the day the banks have failed, thereby confirming

the rumor. This case differs from (b) in that the actions taken lead to

confirmation of the predictions (demonstrating the so-called "self-fulfilling"

prophecy effect). The perniciousness of these cases is that awareness of the
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effect of actions on outcomes is low and can lead to overconfidence in f ore-

casts that are of low or even zero accuracy (see Einhorn & Hogarth, 1978;

Rinhorn, 1980).

(3) In order to understand the relations between predictions, actions,

and outcomes, one needs a causal model of the process. Such a model must be

developed through the use of what we call diagnostic or backward inference.

That is, past observations, events, and data are used as evidence to infer the

process(es) that produced them. Such inferences are called diagnostic since

they involve going from visible effects such as symptoms, signs, and the like,

to their prior causes. For example, one might consider a particularly large

decline in last month's sales as symptomatic of a more fundamental malady

(such as an incompetent sales force). We consider diagnostic inference to be

based on causal thinking, although in doing diagnosis one has to mentally

reverse the time order in which events were thought to have occurred (hence

the term "backward inference"). On the other hand, predictions involve

forward inference; i.e., one goes forward in time from present causes to

future effects. However, it is important to recognize the dependence of

forward inference/prediction on backward inference/diagnosis. In particular,

it seems likely that success in predicting the future depends to a consider-

able degree on making sense of the past. Therefore, people are continually

engaged in shifting between forward and backward inference in both making and

k evaluating forecasts. Indeed, this can be eloquently summarized by

Kierkegaard's observation that, "Life can only be understood backwards; but it

must be lived forwards."

A second important aspect of diagnostic inference concerns the process by

which hypotheses are formed and relevant variables found. For example, why

are certain variables chosen as "relevant" to the phenomenon in question while

..
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others are considered irrelevant or of lesser importance? This issue goes to

the heart of all prediction problems although it has not received the

attention it deserves. For example, consider the clinical vs. statistical

prediction controversy in psychology, which has raged off and on for over 25

years (Meehl, 19541 Sawyer, 1966, Dawes, 1979). One succinct conclusion of

this literature (and one that we subscribe to) has been made by Dawes and

Corrigan (1974); namely, m. . . the whole trick is to decide what variables to

look at and then to know how to add" (1974, p. 105). Assuming that we can

add, how do we decide what variables to look at? On this crucial point we

have little guidance other than some ill-defined notions of experience,

intuition, gut feeling, hunch, and so forth. From our perspective, one must

have some hypothesis or theory for selecting relevant from irrelevant

variables. Indeed, relevance can only be understood in relation to some model

(usually implicit) of what generates the variable to be predicted. For

example, imagine being asked to predict the result of mixing two chemicals

with known atomic structures. Without some knowledge of chemistry and

physics, picking relevant from irrelevant variables is meaningless. There-

fore, prediction depends on backward inference which involves both the forming

of hypotheses to interpret the past and the choosing of relevant from

irrelevant variables in that interpretation.

We now turn to consider the details of the diagnostic process with

particular emphasis on how people seek relevant variables and test for causal

significance. These issues are examined in the following way: (1) We

discuss the role of similarity and differences in directing attention to

variables; (2) We posit the existence of probabilistic signs used for

inferring causal relations and call these "cues to causality;" (3) We

identify the following cues and discuss their roles in causal thinking:

AOL .
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temporal order, constant conjunction, contiguity in time and space, number of

alternative explanations, similarity, predictive validity, and robustness;

(4) The role of the cues in inferring causality is emphasized by discussing

the nature of spurious correlation and the existence of causal relations in

the absence of correlation; (5) We conclude by considering implications for

forecasting.

The Diagnostic Process

We conceive of diagnosis as consisting of three inter-related phases:

(1) finding relevant variables; (2) linking variables into causal chains; and

(3) testing the causal significance of the links in those chains. In this

paper we limit ourselves to how two, or at most, three variables become linked

in a causal manner. We begin by first discussing the general issues of what

directs attention to variables and what is meant by "causal relevance."

Much psychological research indicates that processes of perception and

judgment are sensitive to differences or deviations from present states,

adaptation levels, and reference points (e.g., Helson, 1964; Kahneman &

Tversky, 1979). Therefore, we propose that in searching for a cause of some

effect, which is itself a deviation from the normal or average, attention is

directed toward prior deviations or abnormal states of comparable length and

strength. For example, our cave-dwellers probably asked themselves what

unusual event (or events) preceded the decline in births. Moreover, if the

effect of interest is large (i.e., is of substantial duration and/or

strength), we expect that the suspected cause(s) are judged to be of compar-

able size. These conjectures follow from what Kahneman and Tversky call the

"representativeness* heuristic (1972), which in this case implies that similar

causes have similar effects. Indeed, Mill noted that this is a deeply rooted

' n ~J



belief that, "not only reigned supreme in the ancient world, but still

possesses almost undisputed dominion over many of the most cultivated minds"

(cited in Nisbett & Ross, 1980, p. 115). Mill thought that such a belief was

erroneous and many cases exist in which similarity has been misleading (see

e.g., Shapiro, 1960; Shweder, 1977). On the other hand, it is difficult to

imagine how one could search for variables without using some notion of

similarity. Of particular importance is the non-literal use of similarity

through analogy and metaphor (e.g., Ortony, 1979). Indeed, analogies and

metaphors provide models of phenomena and thus direct attention to specific

aspects and variables. Moreover, their use engages one's prior knowledge so

that the explanation for a new or poorly understood phenomenon can be inte-

grated with what is already known or believed. For example, in trying to

understand how the brain works, one could consider it as a computer, a muscle,

or a sponge. Note how the metaphors direct attention to different, but known,

variables and processes. Thus, a computer model suggests informational input,

retrieval, and computational processes; a muscle model suggests that pro-

cesses are strengthened and weakened with amount of use, that thinking can be

a "strain" (cf. Shugan, 1980), and so on; a sponge model suggests a more

passive "soaking up of information," etc. As should be clear, the choice of a

particular metaphor is crucial since it directs attention to a limited set of

variables, thereby excluding others. However, this is precisely the function

it should serve (we consider this further in the "Implications" section).

While analogies and metaphors help direct attention to variables, not all

variables considered are seen as causally relevant. Therefore, it is

important to delineate how this occurs. In order to do so, we discuss the

concept of a "causal field" and a causal variable as a difference-in-that-

field (Mackie, 1974). The following example illustrates both concepts:

.4J
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Imagine a worker in a chemical plant who contracts cancer and sues the company

for causing his disease. His lawyer argues that the cancer rate of workers in

this factory is nine times the national average for workers in comparable

industries. Note that the "field" in this argument is industries of a certain

type and the causal argument rests on a difference (higher cancer rates) in

this field. However, the defense lawyer asks: "Would the worker have gotten

cancer if he didn't work in the chemical plant?" In order to answer this, he

then shows that there is a history of cancer in the worker's family (none of

whom worked in chemical factories); the worker has smoked cigarettes for 20

years prior to getting cancer; and so on. The important point to note is that

the field has now shifted to people who have certain family histories and

habits; and in this field, cancer is not unusual and thus not a difference in

the field. Hence, this particular case of cancer is not causally related to

working in chemical factories. Of course, one could strengthen the prosecu-

tion case if the field were again changed--e.g., showing that the particular

chemical plant had nine times the cancer rate of other chemical plants making

the same products. The reason that this information strengthens the prosecu-

tion's case is that by narrowing the field to chemical plants making the same

prcducts, the possibility of alternative explanations is reduced thereby

making the difference in the narrowed field more causally relevant.

Although people are sensitive to differences-in-a-field, there are many

differences to which one could attend. Therefore, what mechanisms guide the

allocation of attention to those variables of greatest causal significance?

An important consideration in this regard concerns the factors that

distinguish between differences that are causal vs. those that are called

"conditions." For example, imagine a house fire in which a gasoline can was

found. While the flammable material is a difference in the field (since most
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people do not have gasolines cans in their homes), it is not likely to be seen

as the cause of the fire. Indeed, one is more likely to consider the throwing

of a lighted match or cigarette near the can as the cause. As Mackie (1974)

points out, there are no general rules for distinguishing causes from

conditions, although the following are useful: (i) events are more causal

than standing conditions (sparks rather than flammable material cause fires);

(ii) events that are intrusive are more causal than those that generally

occur; (iii) something abnormal or wrong is more causal than what is normal

and right (e.g., the accident was caused by the person veering to the left--

not by the other person who drove straight ahead). It is important to stress

that there are exceptions to all three rules; e.g., poverty, which is a

standing condition, may be seen as the cause of social unrest. Therefore,

each of these rules only provides probabilistic evidence for distinguishing

causes from conditions.

The mechanism by which causal links are formed and tested is now

considered by introducing the concept of "cues to causality." We consider the

term "cues" as having a specific meaning that corresponds with its use in

Brunswik's psychology (1952; see also Hammond, 1955; Campbell, 1966).

Specifically: (1) The relation between each cue and causality is

probabilistic. That is, each cue is only a fallible sign of a causal

relation; (2) People learn to use multiple cues in making inferences in order

to mitigate the potential errors arising from the use of single cues; (3) The

use of multiple cues is facilitated by the intercorrelation (redundancy)

between cues in the environment. Such intercorrelation reduces the negative

effects of amitting cues and aids in directing attention to the presence of

other cues; (4) Although multiple cues reduce uncertainty in inference, they

do not entirely eliminate it * This is as true for backward as it is for

jj4 forward inference.

* -- __ -7
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In order to provide a conceptual framework for discussing the cues,

imagine that one has a causal candidate in mind (X) for explaining some

effect, Y. The causal strength of X will depend on its being a difference-in-

the-field, which can be assessed by considering it relative to Y and Y; i.e.,

does X discriminate between the occurrence or absence of Y. For example, in

trying to determine why some people got sick after eating in a particular

restaurant (Y), we immediately want to know if those who didn't get

sick (Y), ate the same food (X). If the number of cases of xnY and XnY are

comparable, the strength of the connection is clearly diminished. However,

this is not the only difference that can be considered. One could further ask

whether Y is a difference-in-the-field of X vs. X; i.e., the field is reversed

so that what is figure becomes ground, and vice versa. In this case we wish

to compare the number of people who got sick without eating the suspected

food (X), to those who didn't get sick (YnX). These differences, as well as

those above, can be summarized in a standard 2 x 2 table, as shown in Table

1. The frequencies in each of the four cells can be thought of as individual

Insert Table 1 about here

components that are combined in various ways to judge the relation between X

and Y. The cues to causality come into play by directing attention to

different parts of the 2 x 2 table. We now consider the cues.

(1) The cue of temporal order has two related functions; (a) since

causes are assumed to precede effects, the search for relevant causal

variables focuses on only those events that preceded the effect and thereby

reduces the number of variables to be considered; (b) in terms of Table 1,

temporal order is used to label the axes of the 2 x 2 table as being either X

(independent variable) or Y (dependent variable).

, !-
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(2) The cue of constant conJunction is defined as the degree to which

two variables occur together, holding contiguity in time and space constant.

For example, consider a specific case of classical conditioning where a bell

is repeatedly paired with food such that an animal learns to salivate at the

sound of the bell. However, when the bell is not always followed by food, the

relation is more difficult to learn. Note that temporal order is also

involved in this examplel in fact, attempts at "backward conditioning" (giving

food and then the bell) have generally been unsuccessful (however, see Spetch,

et al., 1981). In terms of Table 1, we consider that constant conjunction

directs attention to the joint frequency of X and Y (cell a).

(3) We treat the cues of contiguity in time and space together although

they are conceptually distinct. The reason for considering them together is

that they both influence the relevance of constant conjunction as a causal cue

and thus concern cell a in Table 1; i.e., contiguity is viewed as a cue to

causality via its effects on constant conjunction. This occurs in two ways:

(a) Together with similarity, attending to differences-in-a-field, and

temporal order, contiguity in time and space aids in focusing attention on

what variables occurred close in time to, and in the vicinity of, some effect

Y. Indeed, Siegler has shown that for young children (5-6 years old),

temporal contiguity is a very strong cue for inferring causality (Siegler &

Liebert, 1974; Siegler, 1976). Moreover, these studies show that older

children are less dependent on contiguity alone, being able to make use of

multiple cues. Nevertheless, in the absence of high contiguity, variables

*that are causally related may not be noticed as important, as in the low

*, temporal contiguity between pregnancy and intercourse. Additionally, the

importance of contiguity cues can be seen by noting that certain causal

distinctions are made when contiguity conflicts with other cues to

-- ads
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causality. For example, consider the distinction between a "precipitating"

and "underlying" cause. The former is generally some action or event that is

high in temporal and spatial contiguity but low in similarity of length or

strength with the effect. Thus, the precipitating cause of World War I was an

assassination in Sarajevo but the underlying cause(s) were economic upheaval,

German nationalism, and so on. (b) Once variables have been identified, we

hypothesize that constant conjunction is weighted by the degree of temporal

and spatial contiguity between the variables. Therefore, although two

variables may have a high joint frequency of occurrence, we would expect their

judged causal strength to be lowered as temporal and spatial contiguity were

decreased. Similarly, we expect that increased contiguity in time and space

will strengthen the causal relevance of variables (including those with low

joint frequency).

(4) The number of alternative explanations, or competing variables as

causes of Y, is an important negative cue to causality (i.e., the greater the

number, the less the causal relevance of some X for Y). As stressed by

Campbell and colleagues (Campbell & Stanley, 1963; Campbell, 19751 Cook &

Campbell, 1979), causal strength should be evaluated by the ruling out of

alternative explanations. Indeed, Mackie (1974) states that the primitive

notion of a cause involves asking oneself the question: "Would Y have

occurred if X had not?" The greater the number of alternative explanations

underlying a "yes" answer, the lower the causal relevance of X for Y. Note

that the posing and answering of the above question (which is called a

-"counterfactual conditional") may either involve doing a real experiment or

what is called a "thought" experiment. In the former, one compares the effect

of X on Y with that of K on Y (the control group condition). In this way, the

counterfactual question is easily answered. Moreover, note that a control

_la.4t
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group allows one to infer that X is the only difference in the field that can

affect Y (since the control group is the field). However, even in real or

quasi-experiments, alternative explanations can exist if other cues to causal-

ity are ambiguous. For example, Campbell (1969) points out that: (a) the

gradual introduction of some experimental change makes the determination of

its causal impact more difficult than a sharp introduction, as for example

when a remedial program is phased in over a long time period rather than

implemented all at once; (b) unless replication of the XnY relation is

accomplished by the introduction of X over multiple time periods or over

different units within the same time period, evidence of constant conjunction

is weak; (c) the determination of causal relations when effects are not

contiguous in time and space with the manipulated variables is problematic.

For example, variables that have "lagged" effects or cumulative effects over

time are difficult to isolate.

When real or quasi-experiments are not possible, one can nevertheless

engage in the following thought experiment in order to answer the question,

"Would Y have occurred if X hadn't?": Imagine the world before X, go forward

to where X would occur, and then delete it from the scenario. Now run the

scenario forward from that point to see if Y happens or not. Clearly, in such

thought experiments the construction of "possible worlds" and imaginary

scenarios is crucial for judging causal significance. In fact, according to

Mackie (1974),

The key item is a picture of what would have happened if
things had been otherwise, and this is borrowed from some
experience where things were otherwise. It is a contrast
case rather than the repetition of like instances that
contributes most to our primitive concept of causation.
(p. 57)

The use of alternative explanations as a cue to causality has important

implications for making inferences in general and for interpreting experiments

in particular. As recognized by Hume, "not only in philosophy, but even in

7
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common life, we may attain the knowledge of a particular cause merely by one

experiment, and after a careful removal of all foreign and superfluous circum-

stances" (as quoted in Mackie, 1974, p. 25). As a case in point, consider the

following one-shot case study with a single datum: The occurrence of a huge

explosion near Los Alamos, New Mexico, in July 1945 which no one doubted to be

the effect of detonating an atomic bomb. Clearly, inferring causality in this

poorly designed experiment was not difficult whereas assessing causality in

the most meticulously designed experiments in social science is often problem-

atic at best. When one considers why the causal inference is so strong in the

bomb example, ask yourself the following question: "Would an explosion of

such magnitude have occurred if an atomic bomb had not gone off?" While it is

possible to think of alternative explanations for the explosion, they are so

unlikely as to be virtually non-existent. Moreover, note how the other cues

to causality point to a causal relation (temporal order, contiguity in time

and space, similarity of the "unusualness" of effect and cause, and so on).

Therefore, even in one-shot case studies with no control group, causality can

be inferred (see Campbell, 1975 for an illuminating discussion of this issue).

The use of counterfactual questions for assessing alternative explana-

tions can be conceptualized by referring back to Table 1. Note that in

backward or diagnostic inference, the question, "Would Y have occurred if X

hadn't?," focuses attention on cell c, which contains the YnX instances. In

forward inference, on the other hand, one can ask the question, "Would not-Y

occur if X had?". In this case, attention is focused on call b, containing

the iPX cases. In either situation, one moves from considering only cell a in

Table 1 to other components of the X,Y relation.

(5) As noted earlier, similarity plays a crucial role in the finding of

relevant variables. Furthermore, analogy and metaphor can be used to under-

.- 4|
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stand new phenomena by linking them to one's prior knowledge. However, one

can ask how good a certain analogy might be, as for example, between the human

brain and the computer. Whereas both possess many common features, they also

contain distinctive aspects. Tversky (1977) has proposed a theory of how such

common and distinctive aspects are combined to form similarity judgments.

Specifically, he posits that the judgment of similarity between two objects is

a weighted linear function of the features they have in common less the

distinctive features of each. The parameters of this function reflect

differential attention paid to common and distinctive components. Tversky's

formulation parallels the judgment of causal strength in the following way.

Consider Table 1 and note that the frequencies in cells a and d can be seen as

representing the constant conjunction of the variables (analogous to common

features), whereas the frequencies in cells b and c can be seen as instances

that disconfirm constant conjunction or affirm alternative explanations

(analogous to the distinctive feature of two objects). If one considers how

attention can be shifted to these different aspects by such factors as whether

the task involves forward or backward inference, or what other cues to causal-

ity are present (temporal order, contiguity), then judged causal strength can

be seen as a weighted linear function of confirming and disconfirming evidence

(for experimental results, see Schustack & Sternberg, 1981).

(6) The degree to which one variable can predict another, denoted as

predictive validity, is an important cue to causality. Predictive validity is

" commonly measured by the correlation coefficient and it is noteworthy that

this involves all four cells of Table 1. That is, the correlation between X

and Y, denoted as ry, is given by the formula, rxy M (ad-bc)/[(a+b)(c+d)

(a+c) (b+d) ]/2. Other things being equal, the greater the predictive validity

of some variable, the greater its causal relevance. However, when other

-L---.- . ,---- -m~i-'-
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causal cues are involved, things are not equal. This makes the use of

statistical correlation as a causal cue more uncertain than is generally

realized. We discuss this in some detail by considering the meaning of

*spurious correlation." Thereafter, we consider what we call "causalation,"

which results when variables that are causally related show low or no

statistical correlation.

On the psychology of spurious correlation. Every student who has taken

an introductory statistics course containing a section on correlation is

told: correlation does not imply causation. Unfortunately, the factors that

do imply causation are rarely if ever discussed and students are left without

further guidance. To make matters worse, several days later the same students

are warned against "spurious correlation," i.e., the correlation between two

variables due to the common causal influence of some third factor. Since the

concept of spurious correlation suggests that some correlations are more (or

less) causally related than others, it is natural to ask how one can tell the

difference (cf. Simon, 1954). However, one is disappointed to learn that

there are no simple rules for doing this and that one must exercise one's

judgment in this matter. This is not to say that such judgments will always

be difficult to make or that they will vary according to the person doing the

judging. For example, consider the correlation between the number of pigs and

the amount of pig-iron (Ehrenberg, 1975). Such a correlation does seem

spurious when the common causal factor, "economic activity," is considered.

On the other hand, consider the correlation between amount of rain and number

of auto traffic accidents in a city, over the course of a year. Such a corre-

lation does not seem spurious. What is the difference between these two

cases?

lq
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If we make use of the cues to causality, the spuriousness of the

correlation between pigs and pig-iron becomes apparent. First, consider the

cues that do point to a causal relation; viz., constant conjunction,

contiguity in time, and predictive validity. However, the cues that point

away from a causal relation are: temporal order (which cannot be used to

specify which variable is cause or effect); low contiguity in space (it being

unlikely that farms and factories are in close physical proximity); many

alternative explanations for either variable (for example, the answer to the

question, "Would pig production have gone up if the production of pig-iron

hadn't?," has many yes answers); the similarity of the variables is only with

respect to their names, all else being quite dissimilar; the robustness of

predictive validity seems low when, for example, one considers the lack of

relation in non-industrialized countries. Taken together, the negative

evidence regarding a causal relation seems much stronger than the positive

evidence. Indeed, the judgment that the relation is spurious is made easily

and quickly.

Now consider the second case: the temporal order of rain and accidents is

clear; constant conjunction, contiguity in time and space, and predictive

validity are all high; similarity, via the use of prior knowledge about the

effects of slippery roads, is high; robustness is also high since predictive

validity holds in many cities over widely dispersed geographical locations.

The only negative cue is the number of alternative explanations since the

answer to the question, "Would accidents have increased if it hadn't rained?"*

might be yes. However, even in this case, there may be few competing alter-

natives. Therefore, taken together, the cues strongly point to a causal

relation and a judgment that the correlation is non-spurious seems warranted.

wM
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The generalization that can be made from the above is the following: the

judged strength between variables is a joint function of their correlation and

the causal cues that are implicit in the labeling of the variables. This

statement has several important implications: (1) The labeling of variables

should have a major effect on their judged relational strength, holding

statistical correlation constant. Evidence for this comes from a study by

Jennings, Amabile, and Ross (in press). They found that when people viewed

scatterplots of variables labeled X and Y, the statistical correlation had to

be quite high for people to see a relationship. However, when the variables

were given labels that engaged prior knowledge (making use of the cues to

causality), the statistical correlation needed to see a relationship was much

lower; (2) The effects of labeling have also been studied in probability

learning studies and confirm the importance of cues to causality in learning

the relations between variables. For example, Adelman (1981) found that

subjects in a multiple-cue probability task learned quite well when variable

labels were congruent with statistical predictiveness, but not otherwise.

Camerer (1981) showed that subjects were able to learn a disordinal

interaction only when the variables were labeled in accord with prior beliefs

(this involved factors that were thought to affect the price of wheat futures

in a commodity market). When the same task was given as an abstract problem

with variables labeled as X1, X2, and Y, no learning occurred; (3) When

statistical correlation and cues to causality conflict, spurious correlation

is not the only outcome; e.g., a low or zero statistical correlation could

mask a true causal relation. In order to illustrate this, let us return to

our cave-dwellers, who have hit upon the hypothesis that sexual intercourse is

related to pregnancy. Accordingly, they designed and carried out the follow-

ing experiment: One hundred females were allocated at random to an inter-

*1
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course condition, and 100 to a non-intercourse condition. As indicated in

Table 2, 25 females became pregnant, and 175 did not. Given our present

Insert Table 2 about here

world knowledge we can state that the 5 people in the no-intercourse/yes-

pregnancy cell represent "measurement error," i.e., faulty memory in

reporting, lying, etc. Is intercourse important for pregnancy? The

statistical correlation is small (r .o34) and our cave-dwellers, in their

methodological sophistication, might well question whether the hypothesis is

worth pursuing. Indeed, if the sample size were smaller, the correlation

might not even be statistically "significant". Moreover, even with a signifi-

cant correlation, r2 = .12, which is hardly a compelling percentage of the Y

variance accounted for by X.

The important implication of the above hypothetical experiment is the

following: although correlation doesn't necessarily imply causation,

causation doesn't necessarily imply correlation. We have somewhat facetiously

labeled examples of the latter as "causalations," giving it equal standing

with the better-known and opposite concept of spurious correlation. The

importance of causalation is that it demonstrates that sole reliance on

statistical measures for understanding and interpreting data is insufficient

(see also Simon, 1954). This conclusion is not surprising to those who have

always maintained that judgment be a part of the evaluation of evidence.

However, the delineation of the cues to causality gives one some hint as to

the components of such judgments.

to (7) We have used the conceptual device of Table I to show how the

various cues to causality direct attention to different aspects of causal

strength. However, the cue of robustness goes beyond a single 2 x 2 table and

explicitly raises the question as to whether, and to what degree, the predic-
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tive validity between X and Y varies as a function of other variables (see

Toda, 1977). For example, imagine that there is a positive correlation

between smoking (X and X) and lung cancer (Y and Y). Now consider that the

correlation is computed separately for men and women with the following

result: the correlation is positive for men but negative for women (i.e.,

women who don't smoke are more likely than smokers to get lung cancer). Note

that by sub-dividing the original sample into sub-groups, one now considers

several 2 x 2 tables and asks whether the overall correlation holds in each.

If it doesn't, the relation is not robust and the causal relevance of X for Y

is decreased. In the above example, one is likely to be suspicious of any

causal relation if the sign of the correlation changes in one of the sub-

groups. On the other hand, if predictive validity is robust, it points more

strongly to a causal relation.

Implications

We now consider three implications of the above analysis for forecasting:

(1) the selection of variables and the building of forecasting models; (2) the

evaluation of forecast accuracyl and (3) learning to improve forecasting

ability.

(1) We have emphasized the role of similarities and differences as well

as the cues to causality in directing attention to variables in the diagnostic

process. However, a significant feature of causal/diagnostic thinking is the

remarkable speed and fluency which people seem to have for generating explana-

tions and accommodating discrepant facts into expanded hypotheses (Fischhoff,

1975; Slovic & Fischoff, 19771 Tversky & Kahneman, 1980). A useful analogy of

this process is provided by multiple regression analysis. In deriving a model

(backward inference) one seeks the combination of variables and parameters

. .. . . . ....
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a2
that maximizes some measure of fit, e.g., R2 . Furthermore, by increasing

variables, R2 approaches 1. However, and often to the user's surprise, the

measure of fit typically "shrinks" on prediction. Thus, the power of post-hoc

explanations is unfortunately matched by the paucity of predictive validity.

Since diagnostic thinking is so fluent, one must guard against the way

cues to causality quickly restrict our interpretation of the past. Of

particular significance in this regard is the use of metaphors in guiding

attention and providing models of complex phenomena. Since metaphors, like

other cues to causality, are of imperfect validity, errors can be made by

relying on single images. "The map," as the general semanticists remind us,

"is not the territory" and thus we specifically recommend the method of

multiple metaphors as a way of guarding against the premature adoption of a

single model. That is, instead of focusing on a single metaphor, experiment

with several. For example, consider how one might view forecasting. In this

paper we have adopted a medical metaphor by focusing on the diagnostic process

and the effects of treatments (actions) on outcomes. However, consider a

ballistics metaphor in which forecasting is likened to aiming and shooting at

a target (see Hogarth, 1981). Such a metaphor leads to consideration of quite

different variables and issues. Therefore, while no single model is correct,

each directs attention to different factors, thereby providing a more complete

picture of the phenomenon.

Whereas the cues to causality play an important role in structuring and

stabilizing our perceptions of reality, such stability may be purchased at the

cost of novelty and originality. That is, the cues direct attention to what

* is *obvious," thereby reducing innovation and creativity. This suggests that

one way to facilitate creative thinking might be to go specifically against

the cues. For example, when dealing with a complex outcome, one might search

'I
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for a dissimilar and simple causal candidate rather than a similar and complex

one.

(2) As emphasized at the beginning of this paper, the evaluation of

forecast accuracy is problematic without a causal understanding of the factors

that influence outcomes. In particular, we stressed the fact that forecasts

are made to aid decision making and this makes outcomes a function of actions

as well as predictions. The difficulties of evaluating forecast accuracy

under these conditions can be conceptualized by considering two factors:

(a) To what extent are people aware that their actions can affect outcomes?

and; (b) to what extent do their actions actually affect outcomes? If, for

the sake of simplicity, we only consider two levels of each factor (i.e.,

aware-not aware and, actions affect outcomes-don't affect outcomes), Table 3

presents a convenient way to summarize the various possibilities.

Insert Table 3 about here

Cells, 1, 2, and 4 were discussed earlier in our examples of economic

forecasting, rumors of bank failure, and hurricane prediction, respectively.

We simply note that in the first two cases (cells I and 2), the evaluation of

forecast accuracy should be conditioned on the action taken. That is, let Y

be some outcome, X a forecast, and A an action based on the forecast; one is

then interested in p(YIX,A) rather than p(YIX). As we have noted elsewhere

(Einhorn & Hogarth, 1978), when actions affect outcomes, forecasts and out-

comes are not conditionally independent of action; i.e., p(YIX,A) * p(YIX).

The situation represented in cell 3 deserves special attention since it

involves taking action to affect outcomes when such actions are useless. When

action involves physical manipulation or direct intervention, Langer (1975)

has shown that people are prey to an "illusion of control;" i.e., actions are

seen to affect outcomes that are generated by random processes (cf. Lopes, in

'- - ~?:--- -' -
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press). For example, people tend to believe that the lottery tickets they

personally select have a greater chance of winning than those selected for

them by lottery administrators. Similarly, the cognitive activities of

planning and forecasting in organizations can lead to illusions of control and

overconfidence by restricing attention to those consequences one can imagine

while diverting attention from those not considered (Hogarth & Makridakis,

1981). Moreover, it should be noted that illusions of control are concep-

tually identical to certain types of superstitious behavior. Indeed, the

joint presence of randomness and the cues to causality (especially temporal

order, constant conjunction, and high contiguity in time and space) inevitably

lead to some superstitious behavior (Skinner, 1966). Thus, one can consider

superstition as the cost one pays to gain causal knowledge. The issue

remains, of course, as to whether the cost outweighs the associated benefits

(cf. Killeen, 1978).

(3) Given the difficulties of evaluating forecast accuracy, what can be

done to improve forecasting ability? We consider two related approaches:

(a) experimentation to untangle the forecast-action-outcome sequence; and

(b) systematizing thought experiments.

(a) Opportunities for experimentation are often overlooked. For

example, consider personnel selection or advertising. In both cases one could

carry out full or partial experiments by randomly selecting employees or

stopping advertising completely. While such experiments are typically

infeasible, partial experiments could provide much useful information. For

example, one could randomly admit a small percentage of candidates and

advertising could be stopped in selected time periods or areas (see Cook &

Campbell, 1979, for relevant experimental designs).

- V-. - - -- - .-.-
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(b) To systematize thought experiments, we suggest the following

procedure. Imagine that sales have increased and you wish to determine the

causal significance of a prior advertising campaign. A real experiment would

involve using a control group to test whether no campaign would have led to

the same level of sales. Using the symbols of Table 1, the control group

outcome would focus on the XnY cell (i.e., c). Moreover, in the absence of a

real experiment this datum would be supplied by the answer to the counter-

factual question "Would Y have occurred if X hadn't?" However, answering only

this question would be a weak form of inference. We also suggest that people

ask themselves questions that illuminate the xnY and iny cells. The former

involves imagining whether no sales increase (Y) would have followed the

advertising campaign (X); the latter asks whether no campaign (X) would have

been followed by no increase in sales (Y). Systematically posing these

different counterfactual questions can increase the power of thought

experiments by generating information analogous to that available from real

experiments.

Conclusion

Forecasting depends on the use of data and the exercise of judgment.

Indeed, a colleague has succinctly summarized the them of this paper by

saying that one cannot understand statistics without psychology (see also

Hogarth, 1975). While agreeing, we also note that the meaning and effects of

uncertainty are central to the psychology of thinking and thus call for

statistical expertise. In this paper we have emphasized the probabilistic

nature of cues to causality and the uncertainties associated with backward and

forward inference. Moreover, we have stressed the need to understand how

*judgment affects the generation and testing of formal statistical models. We
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believe that the developmnt arnd use of statistical techniques will. benef it

from understanding judgmental processes. Without such understanding, which

depends crucially on causal thinking, simply forecasting the future will. not

ensure the future of forecasting.
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Table 1

Contingency Table Between X and Y

Y

Cell a = Cell b =
X f(XnY) f(XY)

Cell c = Cell d =

f(XfnY) f(XflY)

Note: f stands for frequency.
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Table 2

Data Matrix for Hypothetical
Intercourse-Pregnancy Experiment

Pregnancy

Yes No

Itrore Yes 20 80 100

NO 5 95 100

25 175 200

1
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Table 3

Categorization of Forecasting Situations by
Awareness and Efficacy of Actions

Actions affect outcomes/\
Yes No

(1) Forecast accuracy (3) Illusions of
Awareness Yes conditioned on action; control;
ofatines~ p(YIX,A) 4 p(YIX) superstitions.
of actions
affecting
outcomes (2) Self-fulfilling and (4) Simple forecast

No self-defeating accuracy is
prophecies adequate.
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